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✓ An autoencoder neural network is an unsupervised learning algorithm 

that applies back-propagation, setting the outputs to be equal to the 

inputs.

✓ Typically for the purpose of dimensionality reduction; was firstly

introduced as a way of conducting pretraining in ANNs.

✓ The learned hidden layers are called the representation(encoding) of 

the input data. 
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✓ Unsupervised learning: automatically extract meaningful features for 

you data; enhance the availability of unlabeled data.
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Diederik P Kingma, Max Welling. Universiteit van Amsterdam. Auto-Encoding Variational Bayes. December, 2013

Number of citations: 9201

✓ VAE is a generative model, we can use generative model to only learn the distribution of our data p(x).

✓ After training we can generate new data similar to x.

✓ Generated data instances should come from points with high probability in datasets distribution space.
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Classical 

autoencoders

Variational 

autoencoders

1. Classical autoencoders minimize a reconstruction loss , they are unregularized in latent space.
2

ˆx x−

2. VAEs are one approach to regularizing (impose structure) the latent distribution.
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Classical autoencoders minimize a reconstruction loss , they are unregularized in latent space.2
ˆx x−

• Cons

✓ This yields an unstructured latent space.

✓ Examples from the data distribution are mapped to codes scattered in the space.

✓ No constraint that similar inputs are mapped to nearby points in the latent space

✓ We cannot sample codes to generate novel examples.
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Problem definition

✓ Observable data:

✓ Hidden variable:

 1 2 3, , , , nX x x x x= L

 1 2 3, , , , mZ z z z z= L

In encoder network, we need to do inference (calculate the posterior):

Need to calculate evidence: ( ) ( ) ( )p x p x z p z dz= 

For higher dimensional latent variable: ( ) ( ) ( ) 1 2.... i i mp x p x z p z dz dz dz=     L

is intractable, which leads to intractable.( )p x ( )p z x
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intractable.( )p z x

Solutions for intractable posterior: approximate inference

• Deterministic approximation (variational inference)

• Stochastic approximation (Markov Chain Monte Carlo)

( ) ( )p z x q z x
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intractable.( )p z x

Solutions for intractable posterior: approximate inference

• Deterministic approximation (variational inference)

( ) ( )p z x q z x



VAE

11

• Deterministic approximation (variational inference) ( ) ( )p z x q z x

✓ The main idea behind variational inference is to, first pick a 

tractable family of distributions over the latent variables with 

initial variational parameters.

✓ Then to find parameters that make it as close as possible to the

true posterior.

✓ KL divergence measures information lost when using to

approximate

✓ We want to choose to minimize

( )q z x

( )p z x

 ( ) ( )( )KLD q z x p z x 
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• KL divergence

Used to measure similarity between two probability distributions(w.r.t. one of them)
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• Variational Lower Bound

✓ Still contains p(x) term!  So cannot compute directly. 

✓ But p(x) does not depend on parameter in , p(x) is a constant for different , so still hope.

✓ Define L as variational lower bound.

✓ Minimizing the KL divergence is equal to maximizing variational lower bound L.

( )
( )

( )

,p x z
p z x

p x
=

( )q z x 
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• Variational Lower Bound

The first term is conceptually the negative reconstruction error and the

second is regularize, makes approximate inference term close to the prior

p(z), the p(z) is usually chosen as standard normal distribution.

x xz
( )q z x

( )p z x
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Probabilistic Model PerspectiveDeep Learning Perspective
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Loss function:
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Loss function:

If we use Monte Carlo gradient estimator:

The gradient has log term, so it has high variance and needs lots of samples.

To solve this problem, we introduce reparameterization trick:
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Loss function:
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Loss function:
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Training
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Well trained VAE must be able to reproduce input image, this figure shows reproduce performance of 
learned generative models for different dimensionalities.



Results: Generate new data

23

Visualizations of learned MNIST manifold for generative models with 2-dim and its latent space distribution.

https://github.com/hwalsuklee/tensorflow-mnist-VAE

https://github.com/hwalsuklee/tensorflow-mnist-VAE
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1. Classical autoencoders minimize a reconstruction loss , they are unregularized in latent space.
2

ˆx x−

2. VAEs are one approach to regularizing (impose structure) the latent distribution.

3. Probabilistic model: KL divergence, approximate inference, reparameterization trick.

Thanks!
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